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A guided tour of concentration inequalities
TEVRE 2%
R R IEF R

Abstract

We give a basic introduction to the topic of concentration bounds, typ-
ically with exponentially small error probabilities, for random variables oc-
curring in discrete probability. We survey some of the main methods for
proving such inequalities and give a few examples to the way these estimates

are used. This talk aims at making known results and their proofs accessible
to a wider audience.



The study of decomping 2K, , ,
into most cycles

Student: #8 & ME Advisor: B&E

WIL KRR R

Abstract
5y <?/ (#

Let 2K, 4 s denote the 2-fold complete four partite graph of order p, q,r, s
with the partite sets {a1, a, . . m, {b1,ba,...,b4}, {c1,¢2,...,¢}, and {d;,
ds,...,ds}. Any two distinct vertices are joined with two edges if and only
if they belong to different parts.

To decompose 2K s into most cycles is the same as to decompose
2Kp,qr,s into as small cycle as possible. So, we try to decompose 2K, , s into
as many triangles as possible. In this paper, we will consider three cases of
2Kpyrs: P=q=1r=8,p=q=r#Ss, p=qFr=s, for positive integers
p,q,7,s. We show that how to decompose 2K, into most triangles and
most cycles.
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Extended 5-cycle Systems
Student: HPEfNE Advisor: X H

RRRBHEBR

Abstract

An extended 5-cycle system of order n (E5CS(n)) is a pair (S, E) where
S is an n-set and E is a collection of shift 5-tuple (called them blocks) of
type (a,b,¢,d,e), (a,a,b,c,b) and (a, a, a, a,a), such that each unordered pair
(not necessarily distinct) belongs to exactly one block. In graph notation, An
E5CS(n) is equivalent to the decomposition of the edges of K} into 5-cycle,
tadpoles and loops. In this talk, we will show that E5CS(n) exists for all n
except n = 2 and 3.



Mendelsohn Triple System
with repeated elements in Blocks

Student: T Advisor: B X H
A RKEBHER

Abstract

An extended Mendelsohn triple system of order v is a collection of cyclic
triples of type [z,v, 2], [z, z,y] and [z, z, z], chosen from a v-set, such that
each ordered pair (not necessarily distinct) belongs to exactly one triple. In
graph notation, an extended Mendelsohn triple system of order v is equivalent
to the decomposition of the arcs of D into cyclic triples, lollipops and loops.
The digraph AD}® is the graph obtained by attaching a loops to each vertex
of AD,. In this talk, we consider the decomposition of digraph AD}*, where
a =1, 2 or 3, into cyclic triples, lollipops and loop-free.



The study of decomposing AK ()
into most cycles

Student: FTFfH#E  Advisor: H&E

RILKERHER R

Abstract

A packing of G with triangles is an ordered triple (S, H, L), where S is
the vertex set of G. H is a collection of edge disjoint triangles of the edge
set of G and L is the set of edges in G not belonging to a triangle of H. the
set of edge in L is called the leave. AG means each edge of G has to be used
A times.

If |H| is as large as possible, or equivalently |L| is as small as possible
then the packing is said to be maximum, and L is a minimum leave.

In this paper, we discuess the maximum packing and minimum leave of
AK, with triangles for A > 1, n > 3, A\, n are integers.



Hamiltonicity of pyramid networks
Student: REq¥K Advisor: Hi#A

B ARE AT

Abstract

The pyramid network is one of the important architectures in paral-
lel computing, network computing, computer vision, and image processing.
Some topological properties such as diameter, connectivity, and fault diam-
eter of pyramid networks have been investigated in literatures. Their results
show that pyramid networks have very good fault tolerance properties. In
fact, a cycle that contains every node of a network is called a hamitonian
cycle. A n-node network has a hamitonian cycle means that it can embed a
ring of length n with dilation 1 and congestion 1. In this thesis, we study the
problem of finding a Hamiltonian cycle and a Hamiltonian cycle with a faulty
node or link in pyramid networks. We show how to construct a hamiltonian
path between any two nodes in a pyramid network. Then, we prove that a
pyramid network is hamiltonian connected. Furthermore, we also construct
cycles of arbitrary length in pyramid networks. We show that a pyramid
network is pancyclic. Besides, we can also construct all possible even length
of cycle in n X n mesh when n is even.
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The Hamiltonicity of Multiloop Networks
Student: PREESS, Advisor: EI7 K
R REHER

Abstract

A multi-loop network Dy (hi, he, ..., hy) is a digraph with n vertices
0,1,...,n — 1 and the arc-set {(4,5) : i = j + hi(mod n)for some k €
{1,2,...,m}}. The multi-loop networks have been widely studied as ar-
chitecture for local area networks in the last few years. There are many
interconnection networks included in multi-loop networks. The existance of
a hamilton cycle is one of the most important measurements for intercon-
nection networks. If m = 2 then D,(hy,hs) is called a double-loop net-
work. Hwang and Li obtained the necessary and sufficient condition for the
hamiltonicity of D, (h,, hs). In this thesis, we study the hamiltonicity of the
digraph D, (hy, hy, ..., hy,) for m > 2.



Game chromatic number of Halin graphs
Student? RIREE  Advisor: ZREESL
LR ER B R

Abstract




Automorphism groups of certain 2-(v, 3, \)
designs from finite fields

Student: %3 i Advisor: 1] SCI&
IR B R

Abstract

Let F' be a finite field of characteristic not 2, and S C F' a subset with
three elements. Consider the collection

S={S:-a+blabeF, a+#0}.

Then (F,S) is a 2-design, whose blocks may be interpreted as segments from
a geometric point of view; and the parameter \ of (F,S) is 1, 2, 3 or 6. We
find in this paper the full automorphism group of (F,S). Namely, if we put
U={r|{0,1,7} € S} and K the subfield of F' generated by U, then the
automorphisms of (F,S) are the maps of the form z — g(a(z)) +b, z € F,
where b € F, o : F — F'is a field automorphism fixing U, and g is a linear
function of F' considered as a vector space over K.



A Study on Distance-Dependent
Labelings of Graphs

Student: PEZE{Z Advisor: ZENTH
EFREEREER

Abstract

For positive integers dy, da, an L(d;, d2)-labeling of a graph G, is a func-
tion f : V(G) — {0,1,2,---} such that |f(u) — f(v)] > d; whenever the
distance between u and v is 7 in G, for ¢ = 1,2. The L(d,, dy)-number of
G, A4y 4,(G) is the smallest k such that there exists an L(d;, d;)-labelling
with labels no more than k. This is a graph labeling (or coloring) with con-
straints depending on the distance between vertices. It is related to the code
assignment problem in computer networks.

Base on the L(d, 1)-labeling, we will consider another problem. Given an
(d,1)-labeling f of G, the L(d,1) edge span of f, B4(G, f), is defined to be
max{|f(u) — f(v)| : {z,y} € E(G)}. The L(d,1) edge span of G, By4(Q), is
min Bq4(G, f), where the minimum runs over all L(d, 1)-labelings of G.

This article will study the L(d, 1) edge span on several classes of graphs.
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Circular chromatic number of series-parallel
graphs of large odd girth

Student: EEE Advisor: ZfEEL
IR ERBER

Abstract




The study of the perfect map
Student: #8%1F Advisor: &%
WILRKBHER

Abstract

If s is a c-ary cycle of period n, then we say that s is a v-window sequence
if no c-ary v-tuple occurs in two distinct positions within a period of s.

A c-ary de Bruijn sequence of span v is a v-window sequence of period
equal to ¢’. That is, every possible c-ary v-tuply occurs precisely once in a
period of a de Bruijn sequence. In this thesis we give a recursive construction
to construct (2%, 2%, v) de Bruiju sequence, for given v.




Medians and Total Displacements
of Weighted Graphs

Student: JRJFTE Advisor: PR5H
RRREHER

Abstract

Suppose that G is a graph with positive weights on edges, i.e, there exists
a weight function w : E(G) — R™; w(e) is called the weight on an edge e.
Then (G, w) is called a weighted graph.

Suppose that (G,w) is a connected, weighted graph. For a path P in
(G, w) the weight of P is defined by

wg(P) = Z w(e).
ecE(P)
For two vertices z,y in G, the weight distance between z and y is defined

by wdg(z,y) = min wg(P), where the minimum is taken over all paths P
which join z.and y. For a vertex x the weight sum of x is

wsg(z) = Z wdg(z,y) .
yev(a)

The weight sum of a graph G is ws(G) = mingecv(g) we(z). If a vertex v
satisfles wsg(v) = ws(G), then v is called a weight median of (G,w). If
w(e) = 1 for every edge e in G, then we denote ws(G) by s(G).

Suppose ¢ is a permutation of V(G). Then the weight displacement of
¢ is defined by

wD(¢) = Y wdg(z, $(z)) .

zeV(G)
The weight displacement of G is defined by wD(G) = maz wD(¢), where
the maximum is taken over all permutations ¢ of V (G).

In this paper, we consider

(1) The locations of weight medians of a connected, weighted graph.

(2) The range of s(G) if G is a connected graph of order n and with maximum
degree k.

(3) The relationship between the weight sum and the weight displacement of
a connected graph.
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The Implementation of Binary (89,45,17)
Quadratic Residue Code up to five errors

Student: ZE£2H Advisor: 7= ¥ETH

HITRPEABER

Abstract

The main purpose of this thesis is, by applying a new algebraic decod-
ing method used by R. He et al [1] to develop an algorithm for decoding
the binary (89, 45, 17) code up to five errors. The original algebraic decod-
ing method is applying Sylvester resultant to reduce the unknowns and to
solve the nonlinear multivariate equations in the Newton identities. The new
method is use a matrix-determinant technique to produce phantom-relations
of unknowns as auxiliary equations. This will add the number of equations
that are needed to solve the error-locator polynomial.

It is not necessary to use the new method for the first three errors. We
apply the new method to treat the cases of four and five errors. With the help
of the software Maple V and Mathematica we can solve complicated equations
of multivariate. Base on the result obtained above, a C** program was
developed and was run in a Intel’s P-III personal computer to implementing
the decoding algorithm. An image was checked successively through our
decoding algorithm for the binary (89, 4, 17) QR code up to five errors.
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The study of near automorphism of graphs
BR{E%E 2k
ERE T

Abstract

Let f denote a permutation of the n vertices of connected graph G, and
let z and y be distinct vertices in G. Define D(f,z,y) ot be |d(z,y) —
d(f(z), f(y))|, and define D(f,G) to be sum of D(f,z,y) over all the n!
unordered pairs z, y of distinct vertices of G. Permutation f (of the vertices
of G) is an automorphism of G if and only if D(f,G) = 0. Let D(G) denote
the smallest positive value of D(f,G) among the n! permutations f of the
vertices of G. A permutation f for which D(G) = D(f,G) is called a near-
automorphism.

] 5 ¢ plk) £ 2(V® (l/ '4) q « ok 0o

*Supported in part by the National Science Council under grant NSC88-2914-1-025-
001-A1l.
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Matrix Transformation Networks

Student: MPIEF Advisor: REEHE
RERNBERABER

Abstract

In this modern age, multistage interconnection networks become more
and more important. One of the main issues is about the nonblocking prop-
erty of networks. Typical examples are baseline, banyan, and shuffle exchange
networks. There are many research on these networks. The most popular
topics is to characterize them, since sometimes we west our time to study the
same but look-different network repeatedly. Chang, Hwang and Tong studied
bit permutation networks which give these networks a mathematical view,
and characterize them by sequences of integers. The attempt of this thesis
is to investigate more networks. We discuss the networks in a more general
setting by connecting the networks using affine transformation functions.
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Some Result
on Double-Loop Networks

Student: 7&K Advisor: PBEFKIR
RN E B2 A

Abstract

There are two parts of research for double-loop networks of this thesis.
First, we make use of program to get optimal diameters for all N < 5000
and to get the (S1,52) corresponding to N such that S1 is minimum. From
results of program, we draw up a list of N such that d(N) — [b(N) > 2 and
a list of N with (S1,S2) that S1 > 1. Farther, we develop the method to
find a special family with (S1,52) corresponding to it. Second, we make
two propositions that number of cells of two L-shapes will equivalent after
growing by conception of procreation.




The Edge-Colorings of Graphs
with Small Genus

(EERENEER)
Student: J02XFd Advisor: [81E %

RERNBERBER

Abstract
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k-Tuple domination in graphs
Student: E5HH Advisor: TREEHE

RENBEABER

Abstract

In a graph G, a vertex is said to dominate itself and all of its neighbors.
For a fixed positive integer k, the k-tuple domination problem is to find a
minimum sized vertex subset in a graph such that every vertex in the graph is
dominated by at least k vertices in this set. The current thesis studies k-tuple
domination in graphs from an algorithmic point of view. In particular, we
give linear-time algorithms for the k-tuple domination problem in trees and
strongly chordal graphs by employing a labeling method. We also prove that
the k-tuple domination problem is NP-complete for split graphs (a subclass
of chordal graphs) and bipartite graphs.
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Permutation Polytopes and Optimal Partition
Student: ZE¥RHY Advisor: %A
BN EMABER

Abstract
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A Study on Graceful Labeling
of Disconnect Graphs

Student: IR A Advisor: BEARH

EEABHER

Abstract

Given a graph G, a graceful labeling f of G is an injection from f:V —
{0,1,...,|E|} such that the function f': E — {1,2,3,...,|E|}, defined by
f'(uv) = |f(u) — f(v)| for every edge uv € E, is a bijection. In this thesis, we
study the graceul labeling for the union of two graphs G, G5, where each G
is a path, cycle or P, and G is a path. We also study the graceful labeling
for the KnDS2n_1_(;)_1.
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Book-Embeddings in Graphs
(BRZAIEERA )

Student: F&— /L Advisor: @IE%?

BB ERHER

Abstract

In this thesis we study the three germane measures of the quality of a
book-embedding: the thickness (number of pages) of the book, the individual
and cumulative widths of the pages, and the number of distinct vertex types.
To embed graph G in a book, with its vertices on the spine of the book and
its edges on the pages, in such a way that edges residing on the same page
do not cross.

In devising an embedding, One strives to minimize both the number of
pages used and the “cutwidth” of the edges on each page. Our main results
focus on trees, X-trees, complete graph and the k-depth K,-cylinder C(k,n).

The other works is to minimize the number of distinct vertex types. The
type of a vertex v in a p-page book-embedding is the p x 2 matrix of non-
negative integers

lv,l 'rv,l
Tiy) =

bup Tup

where [, ;(respectively, 7, ;) is the number of edges incident to v that connect
on page ¢ to vertices lying to the left (respectively, to the right) of v. The
typenumber of a graph G, T'(G), is the minimum number of different types
among all the book-embeddings of G. We prove that T(L,) =4 forn > 3,
the typenumber of a tree T is independent of the number of the pages in a
book-embedding, and is equal to either |D(T')| or |D(T)| + 1 where D(T) is
the set of integers which are degrees of the vertices of T and then completely
characterize trees having typenumber |D(T')| and trees having typenumber
|D(T)| + 1.
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On the Ramsey Number of R(mP,, mP,)

Student: ZF&BH Advisor: HIEEE

EREERBES

Abstract

For a fixed graph G, we define the smallest integer » = R(G) to be the
order of a complete graph K, such that no matter how we assign two colors to
the edges of K, there exists a monochromatic subgraph which is isomorphic
to G. In this thesis, we show that for 2 < n < 7, R(mP,) = m (n + [2]) -1
for any m.




Tk-free Domination in Graphs
Student: BE®E  Advisor: if% SE FE
B A B e e 8

Abstract

minimum cardinality of a dominating set D in such that the subgraph (D)
induced by D contains no tree of k vertices as a (not necessarily induced)
subgraph; or equivalently, each component of (D) has less than k vertices.
When k = 2, the Ty-free domination number is the independent domination
number; when k > (n+1)/2, the Tj-free domination is the usua] domination.
In this thesis, we study Tj-free domination from an algorithmic point of view.
In particular, we present efficient algorithms for the problem on trees and
block graphs by using a dynamic programming method.




4 cycle system in Kom,2n With 2-regular leaves

Student: MEREE Advisor: B4 E
AN S

Abstract

A regular graph is a graph with the same degree for each vertice. A 2-
regular graph is a graph such that the degree of each vertex is 2. A 4-cycle
system is a collection of edge-disjoint 4-cycles. In this thesis we prove that
there exists a 4-cycle system in the complete bipartite graph with 2-regular
leaves by using a recursive construction.




